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The field dependence of the optical transmission of tartrate-coated and polyaspartate-coated magnetite-based
aqueous colloids was studied. The colloidal stock samples were diluted to prepare a series of samples contain-
ing different particle volume fractions ranging from 0.17% up to 1.52% and measured at distinct times after
preparation �1, 30, 120, 240, and 1460 days�. We show that the magneto-transmissivity behavior is mainly
described by the rotation of linear chains, at the low-field range, whereas the analysis of the data provided the
measurement of the average chain length. Results also reveal that the optical transmissivity has a minimum at
a particular critical field, whose origin is related to the onset of columns of chains built from isolated particle
chains, i.e., due to a columnar phase transition. We found the critical field reducing as the particle volume
fraction increases and as the sample’s aging time increases. To investigate the origin of this phenomenon we
used phase condensation models and Mie’s theory applied to a chain of spheres and to an infinite cylinder.
Possible implications for magnetophotonic colloidal-based devices and biomedical applications were
discussed.
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I. INTRODUCTION

Magnetic colloids �also termed magnetic fluids or ferrof-
luids�, consisting of nanosized magnetic particles stably dis-
persed in a polar or nonpolar liquid carrier, provide the ma-
terial platform for a broad range of applications, ranging
from magneto-optical devices up to cancer diagnosis and
treatment �1–8�. Magneto-optical devices include optical
switches, isolators, fiber sensors, and modulators �3–6�. In
fact, several studies, as for instance light scattering in mag-
netic colloids �MCs�, date from more than 10 years ago
�9–11�. Nowadays, there is a great deal of interest in using
such material system for building magnetophotonic devices
since photonic properties, such as backward and forward
scattering, might be magnetically controlled �12–19�. Inter-
esting results have been recently reported by Mehta et al.
�13� regarding the zero forward scattering in magnetorheo-
logical fluids and by Philip et al. �15� and Cintra et al. �19�
on field-induced extinction of light in magnetic fluids �MFs�.
Indeed, Laskar et al. �16� suggested the onset of Mie’s reso-
nances to explain the appearance of a minimum in the field
dependence of the light transmissivity in MCs. Understand-
ing the origin of such phenomena might lead to new oppor-
tunities for magnetophotonic applications.

On the other hand, investigation of magneto-optical prop-
erties of MCs is extremely interesting from the fundamental
point of view, as for instance in the investigation of phase
transition phenomena, which are related to the onset of bulk
droplike and/or columnar structures �20–41�. In fact, it is
well known that when MCs are subjected for instance to
magnetic fields, reducing temperature or increasing ionic
strength, the fluid can undergo a phase transition �20–24�,
which has been theoretically treated as a “gas-liquid” transi-

tion by several authors �27–33�. Basically, what is obtained
from the models employed is the occurrence of a critical
parameter value �field, ionic strength, particle volume frac-
tion, temperature� above �or below�, which phase separation
takes place. However, depending on the theoretical approach
used, as for example the use of the lattice gas model or a
Carnahan-Starling model �27,33� while describing the fluid
entropy, the critical concentration above which the phenom-
enon occurs can be quite different. Also, the investigated
MCs may present nanoparticles which are polydisperse in
size. As a consequence, in some cases, a better representation
of the experiments can only be achieved assuming that poly-
disperse systems can be represented, essentially, as a bidis-
perse system, containing a large fraction of small particles
mixed with a small fraction of large particles �42�. The pres-
ence of large particles within MCs plays a key role on the
phase condensation phenomena. Finally, it is interesting to
notice that the models used to describe the “gas-liquid” tran-
sition usually predict that the presence of linear chains within
the MC system prevents the occurrence of the phase transi-
tion �35�. Further, since MC can change into solidlike state
under magnetic field, biocompatible samples could be used
to block the blood flow to a localized tumor, starving the
cancer cells of their blood supply, causing their death. Such
idea has been suggested before by Liu et al. using magne-
torheological fluids, which unfortunately have larger particle
sizes �43–45�. Therefore, the comprehension of the phase
transition process should be also very useful in the biomedi-
cal field.

Indeed, small aggregates, usually linear chains, are known
to spontaneously form within MCs. Probably, the first dis-
cussion about small agglomerates in MCs was related to
studies investigating the origin of magnetic birefringence
�46�. More recently, however, there are several theoretical
and experimental works confirming the existence of agglom-
erates and evaluating the effect of linear chains and/or other*Corresponding author; bakuzis@if.ufg.br
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structures on the rheological, magnetic, magneto-optical,
among others properties �2,35–39,47–62�. As for instance,
2D cryogenic transmission electron microscopy study per-
formed on MFs have evidenced the appearance of a colum-
nar phase transition, which includes a “solidlike phase” in
the sense that several chains of nanoparticles bind together to
form thick cylinderlike objects �20,37,38�. While trying to
answer the question of how the presence of these structures,
field-induced or pre-existing agglomerates, changes the prop-
erties of MCs, in particular the phase condensation process,
we found the understanding of this subject still at its infancy.
In fact, differently from the classical condensation phase
transition �35�, only recently Iskakova et al. �36� had theo-
retically concluded that the appearance of linear chains
within MCs can precede the particle bulk condensation. The
theoretical conclusion agrees not only with the experiments
of Goldberg et al. �20� and Klokkenburg et al. �37,38�, per-
formed on two-dimensional �2D� MF films, but also with a
MF resonance study reported by Skeff Neto et al. �63�.

Since it is well known that magneto-optical effects are
extremely sensitive to pre-existing and/or field-induced par-
ticle chain �2,46,57,64–66� one easily get into the conclusion
that magneto-optical effects might be useful to study several
phenomena in MCs, as for instance phase transitions. In this
study we used a magneto-transmissivity technique to inves-
tigate the aging of biocompatible MCs, which have impor-
tant biomedical applications in regard to the diagnosis and
treatment of diseases �1,67,68�. The experimental setup, al-
though simple, has been seldom used in the investigation of
MCs �15,16,19,26,65�. The data provided by the measure-
ments together with our theoretical analysis allowed us to
study field-induced extinction of light in MCs �15,19� while
connecting the phenomenon to a field-induced three-
dimensional columnar transition �10,37,69–71�. Further, pre-
vious studies have suggested that the occurrence of a mini-
mum on the field dependence of the magneto-transmissivity
is correlated with Mie’s resonances due to field induced par-
ticle chain formation �15,16�. In addition, it was argued that
the mechanism behind the Mie’s resonances was due to fer-
romagnetic scatterers. The idea of ferromagnetic scatterers
�12� is very interesting indeed and certainly important at spe-
cific wavelengths. However, at optical wavelengths, the mag-
netic permeability contribution to the extinction cross section
is negligible. Therefore, in order to improve our understand-
ing of the phenomenon and check whether noninteracting
nanoparticle chains could be responsible or not for the exis-
tence of the minimum in the optical transmissivity, we ap-
plied the Mie’s theory �72–74� to a chain of spheres. As far
as we know, this is the first time that such procedure appears
in the literature. In our approach, ferromagnetic scatterers do
not give any contribution.

Since the presence of structures, such as aggregates and
cylinderlike objects, can shift the Mie resonance position, the
comprehension of the phenomenon might be useful for sev-
eral nanophotonic-based systems, where self-organization
plays an important role. In fact the kind of investigation that
will be reported here could be useful for other nanoparticle-
based colloids, such as: �i� metal nanoparticles �usually gold
and silver�, which has potential biomedical application
through the phenomenon of plasmonic hyperthermia �75,76�,

as well as technological ones, since it might be possible to
use them as optical metamaterials �77,78�; �ii� or core-shell
nanoparticles, which consist of a magnetic core and a metal-
lic shell nanoparticle �79–81�. Although in our present work,
we had not analyzed metallic or core-shell nanoparticle col-
loids, it is noticeable that self-organizated structures, such as
chains and cylinderlike objects, can have important impact
on biomedical—through a shift in the plasmonic resonance
position—and magnetophotonic applications.

In this study, we will show that the phenomenon of the
extinction of light in MCs is related to the rotation of pre-
existing and/or field-induced agglomerates. However, the ex-
istence of a minimum in the magneto-transmissivity data is
actually related to the columnar phase transition. Such con-
clusion has important implications for the biomedical field.
As for instance, an important situation where this phenom-
enon should be considered is in the biomedical application
associated to the use of magnetizable stents, which consists
of metal structures used to treat coronary artery disease
�82,83�. The idea is that magnetizable stents could work as
platforms to target magnetic drug delivery nanocarriers. One
important thing that should be controlled at this application
is the formation of self-organized structures, chains and spe-
cially columnar structures, since those structures could pro-
mote arterial and capillary embolization. Those situations are
not desirable in target drug delivery systems. On the other
hand, there could be situations where magnetic stents to-
gether with magnetic nanocarriers might be used to block the
blood flow to a localized tumor as discussed before �43–45�.

Our study has investigated two types of surface coating
layers for spherical nanosized magnetite particles; tartrate
and polyaspartate molecular species, the latter one being a
polymer. In addition, we followed the magneto-optical prop-
erties of the MCs as a function of time. Other aging studies
involving MCs, although quite rare, can be found in the lit-
erature �84–86�, but usually the period of investigation is not
as long as the period spent in the present study �240 days�.
Such kind of investigation is very important while using
MCs for any technological, biomedical, or other kinds of
application.

This paper is organized in the following way. First, we
discuss the synthesis of the MC samples, the nanoparticle
characterization, and the optical experimental setup �Sec. II�.
In Sec. III, we introduce the magneto-transmissivity model.
Section IV is devoted to the presentation of the experimental
data, revealing that the extinction of light in MCs is related
to the rotation of pre-existing and/or field-induced agglom-
erates. The chain size of the self-organized structures was
modeled using theoretical approaches from the literature and
we found them to be time dependent. The critical fields were
analyzed within the framework of two existing models. The
first model has been used on traditional phase condensation
studies �Ivanov bidisperse model� �42� whereas the second
one has been applied in the description of “solidlike” transi-
tions �71�. Besides these approaches we also included a cross
section theoretical analysis using the Mie’s theory �72,73�.
The Mie’s theory approach allowed us to conclude that the
minimum observed in the magneto-transmissivity data can
actually be attributed to the columnar phase transition. Fi-
nally, Sec. V presents our conclusions.
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II. SAMPLE PREPARATION AND EXPERIMENTAL
SETUP

A. Sample preparation

Tartrate-coated magnetite-based magnetic fluid—referred
as TMF sample in the text—was produced as described in
the literature �87,88�. Nanosized magnetite was co-
precipitated from a mixture of Fe+2 and Fe+3 using ammonia
solution. The dispersion was stirred at 75 °C for 30 min in
order to achieve the magnetite crystal formation. Then, the
particles were magnetically separated and washed with dis-
tilled water up to 8 times to remove ammonia excess. Hy-
drochloric acid was added to the dispersion in order to re-
duce the pH down to 2, thus forming a stable magnetite
hydrosol. In the sequence, tartaric acid sodium salt water
solution was added to the magnetite hydrosol with constant
stirring. For the complexation of magnetite cores with tar-
trate groups, the dispersion was heated for 30 min at 50 °C.
At the end of this process a pH2 unstable dispersion was
obtained. To remove tartrate excess from the reaction me-
dium the particles were magnetically separated and washed
with distilled water. In addition, the as-produced sample was
maintained under sonication for a very short time �5 min�.
Slight sonication was employed in order to avoid complete
disruption of small agglomerates within the sample, since
our interest was the investigation of agglomerates through
aging and the sonication procedure might interfere with ag-
ing effects. For neutralization and colloidal stabilization of
the suspension, the pH value was gradually increased up to
7.5 by adding potassium hydroxide water solution. Finally,
the dispersion was filtered through glass fibers twice, obtain-
ing a stable MF sample �TMF� dispersed at pH7 and physi-
ological condition �0.9% NaCl�. A similar procedure was ap-
plied to obtain the polyaspartate-coated magnetite-based
magnetic fluid sample �PMF sample�, as described in the
literature �88�.

B. Nanoparticle characterization

The particle size polydispersity profile of the TMF sample
�see Fig. 1� was obtained from transmission electron micros-
copy �TEM� micrographs using the Jeol JEM-3010 ARP mi-
croscope, operating at 300 kV �resolution 1.7 Å�, from
which were found the modal magnetic core diameter
�DM =7.17 nm� and the size dispersity ��=0.24�,
assuming the lognormal distribution function P�D�
=exp−�2/2 / ��2�DM��exp�−ln2�D /DM� / �2�2��. The particle
volume fraction ��� associated to the TMF sample was cal-
culated using �=n�� /6��D3P�D�dD, where n is the number
of particles per unit volume, obtained from atomic absorp-
tion analysis, and P�D� the particle diameter distribution.
The insets of Fig. 1 show a high-resolution TEM picture �left
panel� and the powder x-ray diffraction �XRD� �right panel�
of the nanosized magnetite recorded with the Shimadzu
XRD 6000 spectrometer using the Cu-K� radiation. The par-
ticle volume fraction of the TMF stock sample, taking into
account only the magnetic core, was found to be 1.9%. The
TMF stock sample was diluted using physiological solution
in order to produce samples with different particle volume

fractions �0.17%, 0.35%, 0.70%, and 1.38%� for investiga-
tion 1, 30, 120, and 240 days after preparation.

In order to compare the influence of the surfactant layer in
the experiment we also analyzed data obtained from the
polyaspartate-coated magnetite-based magnetic fluid sample
�PMF�, whose characterization was already reported in Ref.
�19�. The PMF stock sample �3.04% coated-particle volume
fraction�, containing particles with modal magnetic core di-
ameter of 8.42 nm and size dispersity of 0.31 �lognormal
distribution function�, was diluted in order to produce a se-
ries of samples with different volume fractions �0.38%,
0.61%, 1.03%, and 1.52%� for investigation 240 days after
preparation.

C. Optical experimental setup

The field dependence of the optical transmission of the
MC samples presenting different particle volume fractions
and aging times was investigated using the experimental
setup shown schematically in Fig. 2. The sets of diluted TMF
samples were evaluated 1, 30, 120, and 240 days after prepa-
ration. For comparison, the PMF samples were also evalu-
ated 240 days after preparation. Room-temperature magneto-
transmissivity data were obtained using the traditional
lock-in detection technique. The experimental setup �see Fig.
2� consists of a 10 mW chopped laser beam ��=632 nm�
crossing perpendicularly the sample cell before illumination
of the photo detector. The flat quartz sample cell has an
internal sample thickness �l� of 1 mm. Both polarizer and
analyzer are attached to a goniometer device that allows full
angular rotation. The sample cell is mounted in the gap of an
electromagnet so that the laser beam and the external mag-
netic field are mutually perpendicular. The axes of the polar-

FIG. 1. Diameter distribution of the magnetic particles of TMF
samples obtained from transmission electronic microscopy. The left
panel shows a picture of a typical high-resolution TEM picture. At
the right panel, the x-ray diffraction of nanoparticles indicates the
spinel structure of magnetite.
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izer and analyzer are set both parallel to the magnetic field
direction. Then, an absorption filter is positioned before the
polarizer with the purpose of avoiding thermodiffusion ef-
fects. A non-polarizing beam splitter, placed after the polar-
izer, directs a reference beam to another detector, rectifying
occasional laser oscillations. In our experimental configura-
tion gravity is parallel to one of the major lengths of the
sample cell �see inset of Fig. 2�, whereas it points along the
sample thickness in most reported studies �14,16,71�. Such
experimental configuration is interesting since columnar
structures can be easily observed �19�.

III. THEORETICAL MODEL

Considering a flat colloid-based film of thickness l the
outgoing light intensity �I� of a perpendicularly incident light
beam of intensity I0 is given by I= I0 exp�−nCextl�, where
n=� /v, v is the particle volume and Cext is the extinction
cross section, the sum of absorption �Cabs� and scattering
�Csca� ones. Within the first-order approximation of Mie’s
theory for spherical particles with sizes smaller than the light
wavelength ���, cross sections depend on particle electric
polarizability ��� according to Cabs=k Im��� and
Csca=k4	�	2 / �6��, where k=2� /� and Im�� denotes imagi-
nary part of the argument �73�. According to the Clausius-
Mossotti’s equation, the electric polarizability of a sphere
��s� and its electric polarizability per unit volume ��s� are
given by �s=�sv=3���1−�m� / ��1+2�m�, where �1 and �m
are the electric permittivity of the suspended particle and the
carrier liquid, respectively. Taking into account the surfactant
layer electric permittivity ��2� and the thickness of the sur-
face coating �	� the electric polarizability of the surface-
coated sphere ��cs� becomes �73�:

�cs = �csv = 3�
��2 − �m���1 + 2�2� + f��1 − �2��2�2 + �m�

��2 + 2�m���1 + 2�2� + f��1 − �2��2�2 − 2�m�
,

�1�

where f = �1+2	 /D�−3 is the ratio between the particle core
volume and the whole sphere, as long as v in the above
equation states for the volume of the surface-coated sphere.
For �=632 nm, the magnetite electric permittivity is �1
=5.2+3.0i �89� whereas the water electric permittivity is

�m=1.78 �73�. �2 for tartrate and polyaspartate layers are
2.25 and 2.76, respectively �90�. For a magnetite sphere with
a diameter of 7.2 nm suspended in water, scattering cross
section is more than three orders of magnitude smaller than
absorption one, permitting us to replace Cext by Cabs.

Within a carrier liquid stably-suspended magnetic nano-
particles tend to form dimers, trimers, or even longer chains
�52–56,91–93�. Thus, in the present study, the electric polar-
izability of an aggregate of nanosized particles was modeled
as a linear chain of spheres. According to the oscillating
dipole model �92�, the electric polarizability per unit volume
of a chain of Q spherical particles, referred to a coordinate
system where the z� axis connects the center of the particles,
is given by the following diagonal tensor:

�Q�
I = 
�Q

xx 0 0

0 �Q
yy 0

0 0 �Q
zz� ,

with

�Q
xx = �Q

yy = Q−1�
j=1

Q

�cs/�1 + 
 j�cs�

and

�Q
zz = Q−1�

j=1

Q

�cs/�1 − 2
 j�cs� , �2�

where 
 j = �1 /24��1+s /D�−3�i�j
Q 	i− j	−3, s is the surface-to-

surface separation between neighboring particles, and D is
the nanoparticle diameter.

The electric polarizability per unit volume of a chain of Q
spherical particles in the laboratory coordinate system ��QJ �
can be obtained by a second rank tensor transformation

�QJ �� ,��=R�� ,���Q�
I R−1�� ,��, where R is the rotation matrix

described in terms of the spherical angles � and �. Under the
action of an external magnetic field H� the magnetic, the di-
pole moments of magnetic nanosized particles tend to align
parallel to the applied field. Assuming that the orientation of
the particles follows a Boltzmann distribution and H� lays
along the x axis, the Boltzmann factor is
exp�−
0QmH sin � cos � /kBT�, where 
0, m, kB and T are
the vacuum magnetic permeability, the magnetic dipole of an
isolated nanoparticle, the Boltzmann constant and the abso-
lute temperature, respectively. The magnetic dipole moment
of a spherical nanoparticle is m= �� /6�D3Ms, where Ms is
the nanoparticle saturation magnetization. In the laboratory
coordinate system each type of aggregate is described by the
following average electric polarizability per unit volume:


�QJ � =
� � �QJ exp�
0QmH sin � cos �/kBT�d�cos ��d�

� � exp�
0QmH sin � cos �/kBT�d�cos ��d�

.

�3�

In order to solve the integrals in d� we shall take a cyclic
permute of xyz into zxy. After integration over all orienta-

FIG. 2. Experimental setup for magneto-transmissivity measure-
ments. The inset shows a 3D representation of the sample holder,
polarization of electric field of incident light �E0

� �, applied magnetic
field �H� �, and gravity �g��.
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tions and considering an x-polarized incident light only the
xx component would remain and the average electric polar-
izability per unit volume of all particles in the laboratory
coordinate system is found to be:


�QJ � = 
�Q� =
�Q

zz + 2�Q
xx

3
+

2

3
��Q

zz − �Q
xx�L2��Q� , �4�

where L2��Q�=1–3L��Q� /�Q is the second-order Langevin
function, with L��Q�=1 / tanh��Q�−1 /�Q and the argument
�Q=Q
0mH / �kBT�.

Moreover, considering the presence of chainlike struc-
tures of different sizes �Q� within the magnetic colloid
sample and defining �Q as the volume fraction of the linear
chain of Q surface-coated particles, the particle volume frac-
tion is �=��Q. Thus, the parallel optical transmission
t� = I / I0 for a x-polarized light is given by:

ln�t�� = −
2�l

�
�
Q

�Q Im�
�Q�� . �5�

Since Im��Q
zz�� Im��Q

xx� for Q�2, as the applied field in-
creases t� is expected to decrease following a second-order
Langevin function.

IV. RESULTS AND DISCUSSION

Symbols in all panels of Fig. 3 represent the magnetic
field dependence of the normalized parallel transmission �t��.
Normalization of t� was performed with respect to the trans-
mission value at zero applied field. Figure 3�a� shows the
relative transmission �normalized parallel transmission� of
the one-day-old TMF samples, revealing that transmissivity
decreases systematically as the applied magnetic field in-
creases. In addition, Fig. 3�a� shows that the higher the par-
ticle volume fraction ��� the more pronounced the transmis-

sivity decrease is. As shown in Fig. 3�b�, the 120-day-old
TMF samples reveal a similar behavior, except for the onset
of a critical field �Hc�, in which the relative transmission
shows a minimum, also observed in the 30 and 240-day-old
TMF samples �data not shown�. Furthermore, note from Fig.
3�b� that the critical field value shifts downwards as the par-
ticle volume fraction increases. Figure 3�c� shows the rela-
tive transmission of the � TMF sample at increasing aging
times, revealing that older samples present an earlier de-
crease in relative transmission whereas shifting the critical
field toward lower field values. These findings suggest that
Cext is strongly dependent upon the aging time while raises
the question of which mechanisms should be responsible for
the onset and shift of the critical field. For comparison, Fig.
3�d� shows the relative transmission of the 240-day-old PMF
samples, already published in Ref. �19�, but not analyzed
within the approach presented here. Similarly, data on Fig.
3�d� also show a decrease in relative transmission down to a
minimum at different critical field values which scales with
the sample particle volume fraction. Indeed, samples TMF
and PMF present the same relative transmission behavior as
far as the aging time and particle volume fraction are con-
cerned.

In order to explain the experimental data, we first focused
on the relative transmission behavior at fields lower than Hc
�see Fig. 3�. The origin of the critical field is discussed later
on in the text. Solid lines in Figs. 3�a�–3�d� are the best fit of
the data using Eq. �5�. In our analysis the surface-to-surface
distance �s� was set to zero, since it is reasonable to argue
that neighboring particles in a chain are touching one an-
other. From a simple geometrical method, based on
molecular orbitals, we estimated the thickness of the
tartrate layer on the particle’s surface around 0.55 nm. Like-
wise, the polyaspartate layer on the particle’s surface was
estimated around 3.0 nm in thickness. As the extinction pro-
cess depends on the particle volume fraction, we used for
samples TMF the average particle diameter of

D̄=�3�D3P�D�dD=8.28 nm. For PMF samples, however, we

found D̄=10.7 nm instead. In order to minimize the number
of fitting parameters we considered the presence of monodis-
perse particles, spherically shaped �not able to contribute to
the magneto-optical effect�, plus linear chains of average size
Qa. Basically, the model has to deal with just 2 parameters,
Qa and P1, the latter representing the relative population of
isolated particles �P1=�1 /��. Note that the particle volume
fraction of surface-coated particles is bigger than the particle
volume fraction of surface-uncoated ones by a factor of

f−1= �1+2	 / D̄�3.
From the fitting procedure �see solid lines� shown in Figs.

3�a�–3�d�, we concluded that the employed theoretical model
was able to explain the decrease of the relative transmission
as a function of the applied magnetic field for fields lower
than Hc, indicating that field-induced alignment of pre-
existing linear chains can cause the observed extinction of
light intensity. The proposed approach showed better fitting
results for samples presenting lower particle volume frac-
tions whereas slight deviations between the data and the fit-
tings was observed for the more concentrated samples. This
finding could be an indication of field-induced chain forma-

FIG. 3. �Color online� Symbols show normalized parallel trans-
missivity t� as function of magnetic field for: �a� One-day-old TMF
samples, �b� 120-day-old TMF samples, �c� TMF samples possess-
ing �=0.35% at different aging times, and �d� 240-day-old PMF
samples, obtained from Ref. �19�. In the four panels, lines state the
best fitting obtained from the model �see Eq. �5�� up to critical field.
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tion for samples presenting higher � values. Therefore, we
also modeled the experimental data considering the increase
of the average chain length as a function of the applied field
using the theoretical models described in Refs. �47,49�.
However, in the range of particle volume fractions investi-
gated we found a very tiny difference between the calculated
chain size with and without applied field. Furthermore, while
analyzing the fittings achieved with the TMF �nonpolymer
coated� samples we found that the fittings obtained with the
PMF �polymer coated� samples were poorer. This might be
related to the presence of complex structures �rings or
branched clusters� not considered in the present approach,
appearing on MCs based on polymer coated nanosized par-
ticles in which the interaction between the surface coating
species in neighboring particles can be more complicated.

Moreover, the approach used to fit the relative transmis-
sion data was able to provide information regarding the av-
erage chain length within the MC samples investigated. The
particle volume fraction dependence of the average chain
length, the latter defined as 
Q�= P1+ �1− P1�Qa and obtained
from the fitting procedure, is represented by symbols in Fig.
4�a�. Our findings regarding the TMF sample show that the
average chain length has a tendency to increase with the
increasing of both aging time and particle volume fraction. It
is quite obvious the increasing of 
Q� as the � value in-
creases, as already reported in the literature through experi-
ments and calculations �47,49,52–56,92,93�. However, the
finding that older samples present longer chains reveals that
MC samples do not possess a static equilibrium as far as the

chain length is concerned. The particle volume fraction de-
pendence of the average chain length obtained for the 240-
day-old PMF sample �see symbols� is also presented in Fig.
4�a�. Lines �dotted, dashed, dot-dashed, solid� in Fig. 4�a�
represent the fittings of the experimental data �symbols� ac-
cording to the model described in the next paragraph.

The dependence of the average chain length on the vol-
ume fraction is described by �35,36,54�:


Q� =
2�eE

�1 + 4�eE − 1
. �6�

Equation �6� was first derived by Cebers, using the method
of chemical equilibrium for the different types of aggregates
�54�. By considering the MC as an ideal gas mixture of
chains and minimizing its free energy, Zubarev and Iskakova
obtained the same expression, where E is a dimensionless
energy parameter of neighboring particles in a chain, normal-
ized with respect to the thermal energy �kBT� �35,36�. Lines
in Fig. 4�a� represent the best fit of 
Q� using Eq. �6�. For
zero applied field, one has EH=0=2�mag−ln�3�mag

3 �, whereas
EH→�=2�mag−ln�3�mag

2 � represents the energy parameter at
very strong fields �52,53�. Note that the interaction parameter
�mag=m2 / �D3kBT� represents the magnetic dipole-dipole
coupling constant. Neglecting the chain entropy, we can also
model E as the maximum dipolar attraction among two
touching particles within the head-to-tail configuration as
Emax=2�mag �47�. Figure 4�b� shows the �mag parameter �in
units of kBT� as a function of the samples’ aging time ob-
tained within the three particular cases discussed above, i.e.,
E=EH=0, E=EH→�, and E=Emax. Despite the excellent quali-
tative agreement, the values we found for the coupling con-
stant ��mag� correspond to particle diameters ranging from
12.8 to 17.7 nm. It is possible that the �mag values we found
are overestimated because other interaction terms were not
included in the calculation of the chain length, which are
extremely important at this particle size range, as for instance
the van der Waals and the steric interactions �56�. Another
possible reason, however, could be related to the particle size
growth during the experimental running time. Nevertheless,
we should stress that during the time window of our experi-
ments �up to 240 days� we found no evidences of particle
size growth in the MC samples investigated.

Due to the presence of surfactant molecules, the steric
interaction among two neighboring surface-coated spheres is
described by �94�:

ES

kBT
= �2�D2��2 −

y + D

	
ln�2	 + D

y + D
� −

y

	
� , y � 2	 ,

0, y � 2	 ,
�

�7�

where � is the grafting coefficient, representing the surface
density of molecular species, and y is the surface-to-surface
separation distance between magnetic cores. Analysis of Eq.
�7� shows that the smaller the distance y the stronger the
steric repulsion �ES�. Note that in the head-to-tail configura-
tion the dipole-dipole magnetic interaction is proportional to
�1+y /D�−3. Considering the magnetic dipole coupling con-

FIG. 4. �Color online� �a� Symbols denote average chain size

Q� acquired from fitting parameters as function of particle volume
fraction. Lines state best adjustment of average chain length accord-
ing to theoretical calculation �see Eq. �6�� for different days. �b�
Symbols show dipolar magnetic coupling constant �mag obtained
from fitting parameter E for no-applied field �E=EH=0�, infinity
magnetic field �E=EH→��, and head-to-tail configuration
�E=Emax�.
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stant obtained from EH→� �see Fig. 4�b�� as an effective di-
polar magnetic energy it is possible to estimate the time evo-
lution of the surface-to-surface distance between spherical
cores. The fitting parameter for infinite applied field was cho-
sen because it is compatible with the head-to-tail alignment
and provides values of �mag between the two limiting cases
�Emax and EH=0�. Table I presents the estimated values of the
surface-to-surface separation between neighboring particles,
considering y=2	 for one-day-old samples. Data presented
in Table I suggest that particles in a chain get closer together
as the MC samples age, a clear indication that desorption of
surfactant layers takes place upon samples’ aging. Though
the polyaspartate species are longer than the tartrate ones we
found similar interaction energy for the two 240-day-old MC
samples. This finding strongly indicates the contribution of
additional particle-particle interaction terms not included in
our approach, since bigger particles increase magnetic dipo-
lar interaction whereas longer surfactant molecules assure
stability with smaller aggregates.

We are now in position to investigate the origin of the
critical field and its connection with particle chains. Symbols
in Fig. 5�a� represent the critical field versus the particle
volume fraction of TMF samples, at different aging times.
Symbols in Fig. 5�b� compare the Hc�� data of TMF and
PMF 240-day-old samples. Similar behavior can be found in
the literature �15,19�. From our data two tendencies are ob-
served: the older and the more concentrated the MC samples
are the lower the critical fields observed. Philip et al. �15�
have suggested that the critical field should follow a power
law decay with respect to the particle volume fraction
�Hc��−��, indicating that the observed structural phase tran-
sition is triggered by chain formation �15,16,71�. Further, the
authors suggested that magnetic scatterers �12� are respon-
sible for Mie’s resonance, the reason for the minimum in
transmissivity. According to scaling analysis the power law
exponent ��� is expected to lie in between 0.25 and 0.75
�71�. Although our results can be fitted with a power law, the
fittings provided critical exponents varying from 2.6 to 4.1
for the TMF samples and 2.1 for the PMF samples. Never-
theless, the values we found for � are much larger than the
expected theoretical value for chain formation.

In order to investigate the role of isolated nanoparticle
chains on the minimum of the transmissivity, we calculated
the extinction efficiency, defined as the ratio between Cext
and orthogonal projected area of the sphere. Mie’s extinction

efficiency is given by Qext= �2 /x2���2n+1�Re�an+bn�,
where Re�� denotes the real part of the argument whereas an
and bn are extinction coefficients in the optical wavelengths,
given in terms of Riccati-Bessel’s functions �n��� and �n���
�73�:

an =
M�n�Mx��n��x� − �n�x��n��Mx�
M�n�Mx��n��x� − �n�x��n��Mx�

,

bn =
�n�Mx��n��x� − M�n�x��n��Mx�
�n�Mx��n��x� − M�n�x��n��Mx�

, �8�

where prime � �� indicates differentiation with respect to the
argument ���, x=�D /�, and the relative refractive index M
is given in terms of particle and medium electric permittiv-
ity: M2=�1 /�m. The Riccati-Bessel’s functions can be ob-
tained from �n=�jn��� and �n=�hn

�1����, where jn are spheri-
cal Bessel’s functions of first type and hn

�1� are spherical
Hankel’s functions.

In order to take into account chain formation, we define
an effective refractive index M�Q� replacing �Q

zz in Clausius-
Mossotti’s relation:

M�Q� =�2�Q
zz + 3

3 − �Q
zz . �9�

The zz component was chosen because chains tend to align
along the applied magnetic field, at high-field values. From
this point of view we were able to simulate the effect of
chain formation in the Mie’s resonance. Figure 6 shows the
behavior of the calculated extinction efficiency for different
chain lengths �Q=1, 2, 5, and 100 nanoparticles in the linear
chain�. Considering �=632 nm and the magnetite param-

TABLE I. Dipole coupling constant ��mag�, obtained from
E=EH→� case, and the estimated surface-to-surface distance
between magnetic core of neighboring particles �y�, considering
that y=2	 for 1-day-old TMF samples.

Surfactant species Aging time �days� �mag

y
�nm�

Tartrate 1 5.3 1.1

30 6.3 0.57

120 6.4 0.50

240 6.9 0.29

Polyaspartate 240 6.5 6.0

FIG. 5. �Color online� �a� Symbols show Hc as function of par-
ticle volume fraction for TMF samples at different aging times, and
�b� for 240-day-old TMF and PMF samples. Lines are the fitting of
experimental data according to the structural transition model �see
Eq. �11��. �c� Symbols reveal critical field as function of particle
volume fraction for all samples. Phase diagrams �lines� estimate
critical field as function of volume fraction according to Ivanov’s
model �42� for bidisperse magnetic fluids that simulate studied
samples. �d� Parameter � obtained from each adjustment.
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eters we found that the first Mie’s resonance—the first maxi-
mum in extinction efficiency—occurs for monomers �Q=1�
at a particle diameter of 344 nm whereas for pentamers
�Q=5� we found the value of 312 nm in particle diameter.
Even for a chain consisting of hundred of particles �Q
=100�, the Mie’s resonance peaks do not shift significantly.
Therefore, although the increase of the chain length leads to
changes on the Mie’s resonance positions, such phenomenon
is not able to explain our data, since the modal size obtained
for the MCs is two orders of magnitude smaller. Further-
more, using the Debye’s theory �95� at optical wavelengths,
one can show that the real and the imaginary parts of the
magnetic susceptibility are both negligible. Therefore, al-
though ferromagnetic scatterers represent an interesting idea,
it seems that it plays no role in the present context. Since the
fitting procedure using the power law does not provides ex-
ponents in the expected range, indicating that particles can-
not work as magnetic scatterers in the studied wavelength,
and also isolated chains are not able to produce Mie’s reso-
nance for particles smaller than 313 nm, a different physical
phenomenon should be responsible for the minimum in the
optical transmissivity.

A plausible origin for the critical field is a gas-liquid-like
transition. Ivanov �42� used a thermodynamic model to in-
vestigate this phase transition in MF samples. The free en-
ergy for polydisperse magnetic particles suspended in a MF
was modeled as �42�:

F = N0
0
o + �

i

Ni�
i
o + kBT ln �i − kBT ln

sinh �i

�i
�

− kBT FCS − kBT�
i,j

Ni� jGij , �10�

where the index i indicates properties of the Ni nanoparticles
with diameter Di and volume fraction �i. 
i

o is the chemical
potential of an isolated magnetic particle and 
0

o is the
chemical potential of the pure carrier liquid consisting on
N0 molecules. As described in Ref. �96�, FCS is the
free energy for a polydispersed hard-sphere gas, whose de-
scription is based on the Carnahan-Starling’s equation of
state. �i=
0miH / �kBT� is the Langevin factor of each
particle with magnetic moment mi= �� /6�Di

3Ms. Dipolar
magnetic interaction among single particles’ pairs is

described via Gij =4�ijL��i�L�� j�+ �4 /3��ij
2 , with �ij

=8mimj / �kBT�Di+Dj +y�3�. The extra term y, not present in
the original approach, was added because we considered a
non-null distance between neighboring magnetic cores, due
to the particle’s surface coating layer. The particle size was
modeled by a bidisperse system, presenting small and large
particles. The diameter of small particles �D1� was given by
the average diameter of the distribution. The diameter of
large particles �D2� and their relative population were found
in order to keep unchanged the averages 
D3� and 
D6� �42�.
Using the Ivanov’s model �42�, we found for the TMF
samples investigated D1=7.8 nm �relative population of
96.4%� and D2=14.4 nm. Likewise, for PMF samples we
found D1=9.7 nm �relative population of 95.5%� and
D2=19.8 nm. From Eq. �10� we obtained the chemical po-
tential associated to both large and small particles. By detect-
ing the presence of bends �analogous to the van der Waals
loops� in the chemical potential as a function of particle vol-
ume fraction for given magnetic fields, we were able to build
the phase diagram. Moreover, by using the surface-to-surface
distance �y� between magnetic cores, as reported in Table I,
we were able to simulate the evolution of the phase diagram
induced by applied fields according to the Ivanov’s model, as
shown in Fig. 5�c�. Our calculation shows that reduction of y
leads to the decrease of Hc, in very good agreement with our
experimental data. A qualitative comparison between phase
diagram �lines� and experimental critical fields �symbols�,
both plotted in Fig. 5�c�, shows that the dependence of Hc on
� is quite similar. However, phase transition is expected to
occur in samples presenting particle volume fractions above
the values actually used in our experiments. This difference
may result from neglecting the existence of particle chains in
the approach used and, consequently, the interaction between
them. As long as bigger particles induce phase transition at
lower � values the presence of particle chains within TMF
samples might be able to shift the phase diagram down-
wards. Nevertheless, the present theory does not take into
account the existence and interaction of particle chains. In-
deed, in a recent work Iskakova et al. �36� took into consid-
eration the interaction among particle chains, though in their
work comparison between MFs with and without particle
chains was made only for monodisperse samples.

Regarding stable MC samples, as the applied magnetic
field strength increases and becomes strong enough, particle
chains might nucleate to form cylinderlike structures, a phe-
nomenon known as columnar phase transition. The phenom-
enon has already been observed in two-dimensional MFs
employing cryogenic transmission electron microscopy
�20,37,38�; in ferrofluid emulsions �71�, and in 2D systems
possessing magnetic nanoparticles encapsulated in micron-
sized polymer beads �97�, both using optical microscopy; or
even by naked eye as recently reported �19�. The critical
magnetic field �Hc� above which this columnar phase transi-
tion occurs was estimated by equating the short-range direct
interaction between particle chains and the fluctuation energy
of a single particle chain within the column �71�:

Hc � A���

G2�exp� �G

��/2� , �11�

where A is a constant that depends on both the dc magnetic
permeability of the suspended particle and the liquid carrier

FIG. 6. �Color online� Extinction efficiency for Q chains formed
by coated spheres and for an infinite cylinder which longitudinal
axis makes 1° with incident electric field.
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plus the particle diameter dispersity. The � parameter reflects
the sensitivity of the volume fraction dependence of the av-
erage distance between particle chains within the columns
and G is a geometrical factor describing the particle chain
arrangement within the column. Lines in Figs. 5�a� and 5�b�
are the best fit of the experimental data �symbols� according
to Eq. �11�. We first fitted the 30-day-old sample data,
from which we found A=1.9�0.2, G=0.29�0.03, and
�=0.79�0.02. Interestingly, the G parameter value we
found was quite similar to the one reported for MF emul-
sions �71�. Then, to analyze the older samples we fixed the
obtained A and G values. This procedure was chosen to bet-
ter understand the physical process behind the phenomenon,
since strong dependence was found among the three param-
eters. Figure 5�d� shows the � parameter at different aging
times, revealing reduction of the � parameter as the aging
time increases. Our results indicate that isolated particle
chains approach each other within the columns as the sample
aging increases, probably due to surface coating layer de-
sorption �56,66�, which is in agreement with our chain length
analysis �see Table I�. From the dependence of the average
chain size upon the aging time and particle volume fraction,
we conclude that longer particle chains help the nucleation
process toward columns formation.

By modeling columns as infinite cylinders, one can find
the cylinder’s critical diameter at which Mie’s resonance
takes place. In this case the extinction efficiency of the cyl-
inder �Qcyl� is given by the ratio between the cylinder’s ex-
tinction cross section and its orthogonal projected area
�L�Dcyl�, where L and Dcyl are the cylinder’s length and
diameter, respectively. According to the literature,
Qcyl= �2 /x�Re�c0+2�cn�, where the coefficients cn are given
by �73�:

cn =
WnBn + iDnCn

WnVn + iDn
2 ,

Bn = ��M2�Jn����Jn��� − �Jn����Jn����� ,

Cn = n cos �Jn���Jn�����2/�2 − 1� ,

Dn = n cos �Jn���Hn
�1������2/�2 − 1� ,

Vn = ��M2�Jn����Hn
�1���� − �Jn���Hn

�1������ ,

Wn = i���Jn���Hn
�1����� − �Jn����Hn

�1����� , �12�

with �=x sin �, �=x�M2−cos2 �, x=�Dcyl /�, Jn is first
kind Bessel’s functions, Hn

�1� is first type Hankel’s functions
and � denotes the angle between the cylinder’s axis and the
incident electric field. The coefficients described in Eq. �12�
were used to calculate the extinction efficiency of an infinite
cylinder �see Fig. 6�, where the direction of the electric field
of the incident light and the cylinder’s axis are 1° off. Mie’s
resonance was found to occur around a critical diameter of
80 nm, indicating that for the MC samples investigated here
about 10 particle chains can be placed side-by-side across the
columns’ diameter. This phenomenon could easily happen at
the columnar phase transition.

Figure 7 reproduces the expected configurations of nano-
particles within a MC sample as the applied magnetic field
�H� is compared to the critical field �Hc�. For applied fields
H�Hc �see Fig. 7�a��, particle chains within the MC sample
start to align along the applied field, leading to the decrease
in relative transmission. Figures 7�b� and 7�c� shows pictures
obtained from the TMF and PMF samples for low fields,
supporting the scheme presented in Fig. 7�a�. Then, for ap-
plied fields H�Hc, longer particle chains collapse into cyl-
inderlike structures, incorporating smaller chains and mono-
mers, forming long columns of particle chains and leading to
a columnar phase transition. The columnar structures reach a
critical diameter able to produce the Mie’s resonances, being
responsible for the minimum in the magneto-transmissivity
experiment. Increasing even further the magnetic field
�H�Hc� the columnar structures become thicker and heavier
�see Fig. 7�d��. As a consequence, the thick columnar struc-
tures start to flocculate, following precipitation under gravity.
Figures 7�e� and 7�f� corresponds to the pictures of the TMF
and PMF samples at magnetic fields much stronger that the
critical value, where it can be observed, by naked eye, the
presence of horizontal columnar structures, especially in the
PMF sample �19�.

We also studied the dependence of the relative transmis-
sion and, consequently, the critical field, as a function of the
rate at which the applied magnetic field is increased. The
1460-day-old PMF samples, at different particle volume
fractions, were investigated under four increasing magnetic
field rate values �dH /dt�. Figure 8�a� shows the relative
transmission data for the most concentrated PMF sample
��=1.52�. We found that the faster the magnetic field is in-
creased from zero the higher the critical field observed. In-
terestingly, at the fastest field rate value employed

FIG. 7. �Color online� �a� Schematic of nanoparticle configura-
tion in the carrier liquid and pictures of �b� TMF and �c� PMF
samples for fields lower than the critical value �H1�Hc� �d� Rep-
resentation of nanoparticles configuration and pictures of �e� TMF
and �f� PMF samples for very strong fields �H2�Hc�. For a low
field, chains are oriented along magnetic field and the sample is
homogeneous �a–c�. At high fields, much stronger than Hc, smooth
stripes could be seen in the samples, which are the columnar struc-
tures growing up and settling down �d–f�.
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�2.64 Oe/s� we observed no columnar phase transition �see
Fig. 8�a��. A similar behavior was found for other values of
particle volume fractions investigated. Symbols in Fig. 8�b�
show the particle volume fraction dependence of the critical
field at different field rate values whereas the lines �solid,
dashed, dotted� indicate the best fit of the experimental data
according to Eq. �11�. The geometrical factor describing the
particle chain arrangement in a columnlike structure was
fixed in G=0.29. Then, we fitted the data corresponding to
the slowest field rate value employed �0.21 Oe/s�, which is
the one used on our previous measurements, resulting in
A=13.3�0.8 and �=0.51�0.01. In order to clarify the
underlying physics and to fit the other two sets of data
�0.51 and 0.91 Oe/s�, we fixed the parameter A. The values
of � we found for different field rate values are shown in Fig.
8�c�, revealing that the faster the increase of the applied field
the higher the � parameter. Our finding indicates that the rate
at which the applied magnetic field increases influences the
onset and the structure of field-induced particle chains and
columns in MCs. This finding might be extremely important
for biomedical applications of magnetic colloid-based mate-

rials, since preventing the onset of such structures might help
avoid embolization in arteries and capillaries.

V. CONCLUSION

In conclusion, the magneto-transmissivity of aqueous col-
loid samples based on nanosized magnetite surface-coated
with tartrate and polyaspartate were investigated. The theo-
retical model employed to analyze the data showed that ro-
tation of pre-existing or field-induced chains of nanosized
magnetite within the samples can be responsible for the ob-
served decrease of transmitted light as the applied magnetic
field increases. The analysis indicates that the average chain
length increases as the sample’s aging time increases, sug-
gesting that magnetic colloids do not possess a static equi-
librium configuration and surface-coating species have des-
orbed out from magnetite particles. At a critical field we
found a minimum in the magneto-transmissivity, here iden-
tified as due to a columnar phase transition taking place
within the magnetic colloid, in which isolated chains of par-
ticles bind together to form columnar-like structures. Al-
though particle chain formation shifts the Mie’s resonance
peak position, the theory shows that the onset of columnar-
like structures are more likely to explain the observed phase
transition. Therefore, since such transition depends on the
particle size and particle volume fraction concentration, the
field-dependence of the magneto-transmissivity could be
used to build magnetically tunable colloidal-based photonic
devices. Moreover, we could establish the dependence of
critical field on magnetic field rating, which has important
implications on biomedical applications.
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